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Relating Sensitivity and Criterion Effects to the
Internal Mechanisms of Visual Spatial Attention

1

Gordon L. Shulman and Michael I. Posner

.A recent paper by Muller and Findlay (1987) raises the important issue
of how to relate the parameters d' and beta to the iniernal mechanisms that
process visual stimuli. In'this commentary'weconsider-'the widely held
view that d' changes reflect a variety of mechanisms leading to perception,
but that beta changes reflect a single high level decision mechanism that
is postperceptual and under conscious control.' We will argue that-'in a
complex highly parallel, multi-level system, both sensitivity and criterion
shifts may influence perception in lawful ways - neither being necessarily
more basic and important. °Later iIthe paper, we will alsoraisesome
methodological considerations that qualify Muller and Findlay's results.

We do not argue that Muller and Findlay's conclusion thato probability
manipulations produce beta shifts in detection tasks and d' shifts in
identification tasks is necessarily wrong.- We do question, however, the
implication Muller and Findlay along with others often draw from this kind
of result - that detection tasks involve 'radically' different selection
mechanism., tnan identification tasks. In the following discussion, the
terms d' and beta will refer to the quantities one computes from data

-. . collected in an experiment; the term criterion or signal-noise ratio will
refer to the theoretical variables that may underly changes in those
measured quantities.

The Standard Interpretation of Bela Shifts

What mechanisms produce a beta shift? The usual answer is that shifts
in beta reflect the operation of a conscious high level decision mechanism
under the observer's control. It is a mechanism that operates fairly late
in processing after stimuli have been encoded. The same mechanism is

. assumed to operate in all detection tasks, whether one is detecting tones,
points of light or tumors. The mechanism uses in a rough sense the rules
of statistical decision theory to set criteria, which are therefore
influenced by probability manipulations and changes in payoffs.
Experiments have confirmed that changes in signal probability oL payoffs
produce changes in beta.

According to this view, beta shifts in location cueing experiments
* result from something like the following process. If subjects are cued

that a stimulus at a particular location is unlikely, then a percept at
that location is disregarded, consciously rejected. Although signal
detection theory only speaks of signal and noise levels and criterion
values (it is not necessarily inteded as a process model) this
interpretation of the mechanism producing beta shifts is widespread. It

* doubtless results from the fact that instructing subjects to change their
llingness to report a signal produces measured shifts in bota. Thp

-. assumption seEms to be that since beta shifts in this case are caused by a
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particular mechanism, any shift in beta must be caused by the same
mechanism.

Empirical Problems for the Standard Interpretation of Beta Shifts

Psychologists often ascribe d' shifts produced by different variables
to different mechanisms (Kahneman, 1973). For example, luminance masks
interfere with target identification only when target and mask are
presented to the same eye, while pattern masks are effective under
dichoptic presentation (Turvey, 1973). These results have suggested a
distinction between central and peripheral masking. Changes in stimulus
duration or other temporal variables produce different effects on detection

C depending upon the spatial frequev,:y of the target stimulus (Tolhurst,
1975a, 1975b; Legge, 1978). These latter effects are attributed to the
different spatial and temporal properties of sustained and transient
mechanisms.

The recognition that changes in d' may be caused by different
mechanisms is fortunate. Given that there are two basic parameters in
signal detection theory, assigning each parameter to a particular mechanism
would produce limited two box theories of a system which is a much more
complicated multi-level affair. However, our interpretations of beta are
more restricted (but see Kahneman, 1973). This may partly result from

* parsimony. If only a single mechanism is required to account for beta
changes, there is no reason to postulate multiple mechanisms. We will
argue below that the literature on spatial attention cannot be explained in
terms of the decision mechanism commonly assumed to underlie beta shifts;
i.e. the mechanism that produces beta shifts when subjects are instructed

- -to change their willingness to report a signal.

detection, but as Shaw (1984) and Duncan (1980) have noted, the same
decision framework is applicable. When the decision criterion is lowered
for a location, it takes less time for a stimulus to exceed that criterion,
resulting in a faster response.

A number of observations from location cueing experiments indicate
constraints on performance that are inconsistent with the operation of the
standard decision mechanism.

1. The performance deficit for noncued locations is greater if those
• locations cross either the vertical or horizontal meridians relative to ,

the cued location (Hughes & Zimba, 1987; Rizzolatti, Riggio, Descola & *, ..
Umilta, 1987). Further, deficits for uncued locations are a function

4. of the distance/number of intervening positions of the uncued location
from the cued location (Downinr & Pinker, 1985; Shulman, Wilson &
Sheehy, 1985; Shulman, Sheehy & Wilson, 1986; Rizzolatti, et. al.,
1987; Hughes & Zimba, 1987, argue that this effect depends upon the use
of an articulated visual field). Distance effects have also been
reported for the effects of distractors in identification tasks
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(Eriksen & St. James, 1986) andl for probe tasks in which the target
occurs at different distances from a second stimulus that the subject
is processing or has just processed (LaBerge, 1983; Sagi & Julesz,
1986)). Moreover, the slope of the distance function decreases with
the eccentricity of the cue. This latter result has also been found
using both probability manipulations (Downing & Pinker, 1985; Shulman,
Wilson & Sheehy, 1985; Shulman, Sheehy & Wilson, 1986) and probe
methods (Sagi & Julesz, 1986). Why should a decision maker raise
criteria for noncued locations to a degree dependent on the distance
from the cued location and why should these changes depend on
eccentricity? Why should a decision maker care whether the uncued
stimulus crosses the vertical oz horizontal meridians?

2. In some situations, probability effects are weaker if the same
location is made highly probable over a long block of trials, rather
than being cued on each trial 'Posner, et. al., 1980). Blocked
conditions would seem ideal fof the standard decision criterion
mechanism.

3. Without any manipulation of probability similar changes in

performance can be obtained in both detection and identification tasks

by presenting a peripheral stimulus near the target (Jonides, 1976,
1980; Maylor, 1985), or by having a target occur near a task being
performed by the subject (Laberge, 1983; Hoffman, Nelson & Houck, 1983;
Sagi and Julesz, 1986). If a peripheral stimulus is a target for an
eye movement, facilitation is also found at the target location prior
to the actual movement (Posner, 1980; Remington, 1980; Shepard, Findlay
& Hockey, 1985).

It is not known if these uon-probabilistic methods produce beta or
d' shifts during detection tas's. But suppose they produce beta
shifts. Why would the decision maker be forced to attend to the
location of a projected eye movement even when a foveal target is given
a higher probability? This kind of constraint is clearly outside of
the characteristics usually given to an ideal observer. However, it is
consistent with the operation of a spatial selection mechanism.

Nor does it seem reasonable to take the view that probability
manipulations involve the standard decision process while peripheral
cues and eye movements affect performance via some other mechanism. If
a peripheral cue is presented or an eye movement is prepared to a
location with a low target probability, that location will initially be
facilitated in comparison with higher probability locations.
Probabilistic and non-probabi] istic manipulations direct the
orientation of a single select on mechanism (Posner, 1980; Posner &
Rafal, 1982; Shepard, Findlay , Hockey, 1985; For a possible
dissociation of these two manipulations, see Briand & Klein, 1987).

4
4. Patients with lesions of the parietal lobe show characteristic
performance shifts in reporting targets in the field contralesional to

4
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the cued location (Baynes, Holtzman & Volpe, 1986; Ladavas, 1987;
Morrow & Ratcliff, 1987, Posn-i, et. al., 1984). These impairments are
not due to a failure to understand the task or to a ploblem in sensory
input or motor output (Posner, et al, 1984). Subjects show they can
respond to probability manipulations when targets are in the
ipsilesional field. To the extent that these cueing deficits represent
a malfunction of a decision mechanism, that mechanism must be field
specific. Moreover, the effects of lesions can be specific to
modalities. De Renzi, Gentilini and Pattaciri (1984) have shown
statistical independence between visual and auditory deficits (see also

Sieroff & Michel, in press), indicating that the decision mechanism is
modality specific.

These effects occur in luminance detection (Posner, et. al, 1984),
visual search (Friedrich, Walker & Posner, 1980) and identification
tasks (Riddoch & Humphreys, 1987). There is no evidence that patients
show a basic difference between detection and identification.

In (1) and (2) criteria shifts resulting from cueing manipulations are
based on rules that are not derived from the theory of the ideal detector.
The non-probability manipulations of (3) also cannot be explained through

standard decision rules, and as noted, they probably affect the same
mechanism as probability cues. One could say that the mechanism of the
standard theory incorporates rules;in addition to those originally
envisioned, but we are then left without a theory explaining why the system
follows these extra rules. Moreover, the field and modality specificity of
the lesion results (4) suggest a much different mechanism than that thoughtto be responsible for beta shifts.

Alternative Mechanisms for Producing Beta Shifts

The constraints outlined abov seem more consistent with a selective
attention system than the standard decision mechanism. While we do not
intend to develop a theory of selective attention, consider a simple
selection mechanism that governs whether information is transmitted from
one process to another; for example in detection tasks, from sensory
pathways to those involved in making decisions and responses. Selection
might be accomplished by only passing activity that exceeds a certain
criterion value. When one cues a -ertain region that value is lowered,
increasing the likelihood that noise generated activity and signal
generated activity will be passed to other systems. If these later systems

* do not change signal/noise ratios, a beta shift will result. Alternately,
a colleague has suggested that overall activity is boosted at cued
locations. Since this increase will occur for both signal and noise, the

N effect is again equivalent to shifting a criterion.

Kahneman (1973) has noted that a criterion at one level of the system
* essentially controls what categorizations are made at that level and

therefore, what information is pas ,ed to the next. In the standard signal
detection model, the criterion controls the categories 'yes' and 'no' and
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therefore the information sent to an overt response stage. In the present
-model, a criterion controls a selection process that determines whether

S.. information from different spatial regions is input to other processing
stages. This criterion shift may have powerful perceptual consequences
since a categorization at one stage can affect processing at a subsequent
stage. For example, Kahneman notes that the rectangular perception of the
Ames room results from a criterion bias since a trapezoidal interpretation
is equally consistent with the sensory input. Yet the categorization or
description of the Ames room as rectangular produces a very powerful effect
on size perception. Effects of expectations or top-down processing on
perception can be treated similarly (Broadbent, 1971). Since a criterion
controls the flow of information from one process to another, the function
or effect of the criterion shift vill depend on the nature of these
processes.

Spatial selection, for example, may serve a number of functions or
produce a variety of effects depending on the task. Selection may
determine which stimuli engage an eye movement control system. Several
papers have shown that a preparatory shift of attention precedes an eye
movement to a peripheral stimulus (Remington, 1980; Shepard, Findlay &
Hockey, 1986). If the task involves identification or conjunctive search,
spatial selection may enable analy:!ers limited in capacity to process the
relevant stimulus without suffering interference. Other authors have
proposed additional reasons for spatial selection (Ullman, 1984; Navon,
1985).

Reconsider Muller and Findlay' argument that a radically different
mechanism operates in detection anJ identification tasks. The above
discussion suggests the alternative possibility that the selection
mechanism is the same in all of these paradigms. The task dependency would
reflect how the stimuli are processed once they are selected. To the
extent that selection controls access to mechanism that change signal/noise
ratios, selection will produce d' Thanges. In the case of detection,
signal/noise ratios are determined early in the system, prior to selection.
Selection therefore produces a beta shift. In the case of identification,
many processes will determine the final signal/noise ratio; some of the
relevant processes may well occur subsequent to selection. Selection
therefore produces a d' shift.

When subjects are cued that a stimulus will occur at a location,
introspectively, one has the strong impression of attending to that

- location. This impression does no, depend on what stimuli are subsequently
presented, i.e. whether it is a siigle stimulus in an empty field
(detection), or four stimuli (identification). Although completely
different mechanisms may underlie -he performance consequences of using the
cue, it seems likely that the same mechanism is involved.

6
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Methodological issues in Muller & Findlay's Experiment

Aside from our concern over th? interpretation of Muller and Findlay's
results, we believe there may be problems with their methodology. Muller
and Findlay make two specific clains in their article.

1. Probability manipulations produce beta shifts in detection tasks
and d' shifts in identification tasks. Muller and Findlay suggest that the
selection process in detection tasks is radically different than in
identification tasks. In identification tasks, the probability
manipulation directs a selection process that determines which inputs are
analyzed by limited capacity form inalyzers. In detection tasks, the
probability manipulation does not 'iffect this selection mechanism, or if it
does, the selection mechanism has no effect on performance (either d' or
beta). Observers use the location probabilities to affect a quite
different mechanism, a decision process that differentially weights
evidence from different regions.

Muller and Findlay's conclusion concerning the effect of location
probability manipulations on d' and l beta during detection tasks rests on a
particular procedure for assigning false alarms to the different validity
conditions. When a subject makes a false alarm it is not possible to
assign that observation to a particular location since no signal was in

0 fact presented. Muller and Findlay adopt Bashinski and Bachrach's method
of asking the subject to make a loriation response and using that response
to assign false alarms to valid and invalid conditions. Subjects in Muller
and Findlay's experiment make three responses on each trial. First, they
give a yes-no response, then a conidence rating of the response, and
finally, a location response. Mul'.er and Findlay suggest that these
responses are determined as folloxrq. On any trial, strength values for the
four possible locations are sampled. These samples are then weighted
according to the apriori probabilities assigned to their location. If the
sum of the weighted samples exceed, a criterion, a detection response is
given. Different degrees of confijence essentially correspond to different
degrees of (weighted) strength with respect to the yes-no criterion
(equivalently, criterion are set up for each confidence level). The
location response is determined b, the location of the weighted sample
giving the largest strength response.

This account makes a number of assumptions. During the detection
process, the observer must know th, location of each sample so that its

0 strength can be appropriately wei.iited. This knowledge must then be
reflected in the location response so that the latter is an accurate
measure of the use of location in )rmation and location probabilities in

" the detection process.

Suppose there was some uncertainty during the detection stage
• concerning the location of the sam:)le being weighted. For weak signals,

subjects may know that something was presented, but may not know where, a
dissociation that could depend upoi signal strength. Uncertainty

.4."

'V
o-

w.



0

% 1concerning sample location will de':rease the effect of the probability
manipulation on detection; valid samples will receive their stronger
weighting on fewer trials. The same uncertainty, however, will increase

the effect of the probability manipulation on the location response. With
more uncertainty concerning the actual location of the strongest sample,
subjects will rely more on apriori probabilities. Imperfect knowledge of
location will therefore increase the estimated false alarm rate for the
valid condition.

Although imperfect knowledge of location could arise during the initial
perceptual stage, later processes night also contribute. Since the
location response is the third rendonse the subject makes, the subject may
forget where the stimulus was presented, particularly when the initial
signal is weak and ambiguous. Any loss of location information between the
detection and location response will again increase the effect of the

% apriori location probabilities or the location response.

This analysis suggests that an estimate of the false alarm rate based
on the location response will inflate the 'true' false alarm rate for valid
trials. In the luminance detection condition of Experiment 2 of Muller and
Findlay, the false alarm rate was 7.2% for valid trials, 4.8% for invalid.
This small increase might well be accounted for by the factors suggested
above.

Given the complexities and assumptions involved in the method of Muller
and Findlay, the issue of d' shift7 and spatial attention is perhaps best
addressed using 'criterion free' methods such as two interval forced
choice.

-. We therefore do not believe that Muller and Findlay have convincingly
demonstrated that cueing produces d' shifts in identification tasks and
beta shifts in detection tasks. However, even if this result were
established, as noted above, we question their interpretation of the
underlying mechanisms.

2. Spatial attention can be divided between different locations
contrary to the conclusion of Posner, Snyder & Davidson (1980).

We do not see how Findlay and Muller's experiment contradicts the
results of Posner et. al. The latter authors were concerned with whether
attention could be split to disparite locations. They used a linear

* display of four locations, and sho,,ed that when a location was cued with
high validity, a secondary cue with lower validity affected cue performance
if it was directed to an adjacent location but not if it was directed to a
location that was separated by an intervening location from the primary cue

p. location.

0 The data of Posner, et. al. show that attention can be spread to
multiple adjacent locations but not to locations separated by noncued
positions. Kiefer and Siple (1987, in press) has recently replicated both

.'Vo
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results using a trial by trial technique in which two equally probable
% locations were used. and other authors using different methods have
%confirmed that attention can be spread over regions of variable size

(LaBerge, 1983; Eriksen & St. Jamep, 1986).

Muller and Findlay used a display in which targets could appear at one
of four points on an imaginary square. Subjects were never required to
attend to regions separated by non-_ued regions. Trials in which two
locations were cued can be grouped into three categories 1) both cued
positions in the left and right field, 2) both in the upper or lower field,
and 3) both along the diagonal of the square. In the first two cases,
subjects could use the cue by spreiding attention to adjacent regions. The
third case is somewhat ambiguous but does not require the spatial
distribution of attention that Po;ner et. al. studied. Muller and
Findlay's experiment is therefore :onsistent with Posner et. al.'s claim
that attention can be spread to adjacent regions; it does not pertain to
the claim that it cannot be split (at least in the sense Posner et. al.
studied).

Currently, the study of attention is entering an exciting phase in
which the operations involved in internal mechanisms of attention are being
related to neural systems (see Berlucchi & Rizzolatti, 1987; Posner &
Marin, 1985 for reviews). These efforts require combining careful
performance :tudies of the type done by Muller & Findlay with efforts to
understand the neural systems involved. For these efforts to succeed, it
is necessary to relate performance parameters (e.g. d' and beta) to the
many mechanisms that may influencE them.

I Writing of this critique was supported by a contract No. N00014-86-K-
0289 from the Office of Naval Rese-irch. The authors appreciate an analysis

*, by Dr. Harolo Hawkins that aided 1he development of this paper.
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